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Generation Z is entering higher education
Are we ready to prepare them to build what is next?
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Nokia 6110

No colour
No internet
No wireless networking
No browser
No bluetooth
No apps….

….but it did have snake!
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http://www.youtube.com/watch?v=D1UY7eDRXrs
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Generation Z only knows ubiquitous technology

Pre-2000

www.

4G2G
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What kind of a world should university prepare them for? 
Generation Z
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“We are on the cusp of a 4th 
industrial revolution”

- World Economic Forum
The Future of Jobs
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“Machine learning and crowdsourcing data 
will be the basis and fundamentals of every 

successful, huge IPO win in five years, in the 
same sense that the transition to apps five 

years ago created the modern corporations 
of Uber, Snapchat and others.”

http://www.techworld.com/news/startups/uber-news-update-3598532/
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Helping students 
build what’s next
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“Three powerful technology trends have 
converged to fundamentally shift the playing 

field in most industries” 

The internet has made information free, copious, 
ubiquitous. Almost everything is online. 1

2
3

Mobile devices & internet have made global reach 
and continuous connectivity widely available. 

Cloud computing has put practically infinite 
compute power and storage at everyone’s 
disposal, on an inexpensive, pay as you go 
model. 
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The Anatomy of a Large-Scale Hypertextual Web Search Engine

1996, Sergey Brin and Lawrence Page
Computer Science Department, Stanford University, Stanford, CA 
94305

Hitting the limits early on
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7 Cloud products with 1 billion users
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Google Cloud Platform Backbone
Google Cloud Platform customers enjoy the incredible performance of Google's global network, including 
hundreds of thousands of miles of fiber, and four owned undersea cables, 3x more than any other cloud.

–––– 2018
2018

Google network
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$29.4 Billion
3 Year Trailing CAPEX Investment
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Google 
Research

20082002 2004 2006 2010 2012 2014 2015

Open
Source

2005

Google
Cloud
Products BigQuery Pub/Sub Dataflow Bigtable ML

GFS Map
Reduce BigTable Dremel Flume 

Java Millwheel Tensorflow

15+ years of solving Data Problems

Apache Beam

PubSub
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MIT Research

Products used: Google Compute Engine, 
Cloud Storage, DataStore

580,000 cores on preemptible 
VMs
“10   hyperelliptic curves of genus 3 in 
an effort to find curves whose 
L-functions can be easily computed, 
and which have potentially interesting 
Sato-Tate distributions”
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MIT Research

Products used: Google Compute Engine, 
Cloud Storage, DataStore

580,000 cores on preemptible 
VMs

That’s roughly 300 years of 
core-years of compute time for 
$20,000 � not bad for a lazy 
Sunday!
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Proprietary + Confidential

“From our point of view, it’s almost 
infinite resources. A single user can 
boot up 5,000 machines. What you can 
do with Google Genomics — and you 
can’t do in-house — is run 1,000 
genomes in parallel” 

Somalee Datta, bioinformatics director of 
Stanford University’s Center of Genomics.

Stanford Genomics
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The Machine Learning Spectrum

App DeveloperData Scientist

CloudML

Build custom modelsUse/extend OSS SDK

Scale, No-ops 
Infrastructure

TPU - 7 years 
ahead of GPU in 

terms of 
price/performance

Use pre-built models

ML researcher

Beta

Cloud 
Natural 

Language

Beta

Cloud 
Speech

Cloud 
Translate

Cloud 
Vision

Google Trained Models



 

Cloud Natural 
Language

Democratising ML with Pre-Trained Models

Cloud 
Speech

Cloud 
Translate

Cloud 
Vision

Stay tuned...

Fully trained ML models from Google Cloud that allow a general developer to take advantage 
of rich machine learning capabilities with simple REST based services.

Cloud Video 
Intelligence

Cloud 
Jobs API



 

Built on Open Source

Created by Google Brain team

Most popular ML project on Github
● Over 480 contributors
● 10,000 commits in 12 months

Multiple deployment options:
● Mobile, Desktop, Server, Cloud
● CPU, GPU



 

Fully Managed ML Infrastructure



 
15-30x faster



 

A “TPU pod” built with 64 second-generation TPUs delivers 
up to 11.5 petaflops of machine learning acceleration.



 

Hosted Model

HTTP request

Use your own data to train models

Pre-ProcessingData Storage

Training flow

Prediction flow

Local
training

Download

Mobile
prediction

Batch

Online

Training

Prediction

Tooling

Datalab

Datalab

Tooling

Upload



Real business impact...
….there are currently over 4,000 Machine Learning 
models in use in production in Google today. 



Higher education, 
students & 
researchers are 
able to access 
the power of 
global computing 
giants like Google
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